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Abstract

We quantify the variability in diffuse optical tomography (DOT) sensitivity over the cortical surface in eight young adult subjects. We use the 10/5 electroencephalography system as a basis for our whole-head optical high-density probe design. The contrast-to-noise ratio (CNR) is calculated along with the percentage of the cortex that is above a CNR = 0 dB threshold. We also quantify the effect of including vasculature on the forward model and list our assumptions that allow us to estimate light penetration depth in the head. We show that using the 10/5 system for the optical probe design allows for the measurement of 37\% of the cortical surface on average, with a mean CNR in the visible region of 5.5 dB. Certain anatomical regions, such as the lateral occipital cortex, had a very high percentage above the CNR threshold, while other regions such as the cingulate cortex were not measurable. Vasculature blocked optical sensitivity over 1\% of the cortex. Cortical coverage was positively correlated with intracranial volume and relative cerebrospinal fluid volume, and negatively correlated with relative scalp volume and skull volume. These contributions allow experimenters to understand how anatomical variation in a subject population may impact DOT or functional near-infrared spectroscopy measurements.

(Some figures may appear in colour only in the online journal)

1. Introduction

Functional near-infrared spectroscopy (NIRS) is a noninvasive method for measuring changes in oxyhemoglobin and deoxyhemoglobin concentration in the brain with high temporal resolution (Villringer \textit{et al} 1993, Gibson \textit{et al} 2005). NIRS is a portable and relatively inexpensive technology that can be used when a subject is walking (Suzuki \textit{et al} 2008,
Miyai et al. (2001), during rehabilitation from brain injuries (Strangman et al. 2006), or concurrently with other brain imaging technologies (Ou et al. 2009, Moosmann et al. 2003). The portability and low cost of NIRS make it an attractive option for development of clinical applications; however, the sensitivity of NIRS is limited to superficial regions of the brain because photons only penetrate a few centimeters into the head.

In diffuse optical tomography (DOT), the interpretation of the cortical origin of NIRS measurements is typically achieved by generating a forward model based on simulated photon propagation in the head. An image inversion is then used to recover the location of hemoglobin concentration changes. Subject-specific head geometries may be used for creating forward models, although some work has also been done using an atlas head geometry (Custo et al. 2010). Photon propagation may be calculated with analytical methods based on the diffusion approximation for simple geometries (Boas et al. 2002). For more complex geometries such as a human head, techniques include finite-element methods (Dehghani et al. 2009) or Monte Carlo methods (Boas et al. 2002, Okada and Delpy 2003b, Fang 2010). In this work, we use a mesh-based Monte Carlo method as described in Fang (2010) to create forward models for a set of eight MRI-derived head geometries. These eight optical forward models demonstrate the anatomical variability that may be seen in an experimental population.

DOT requires the placement of source and detector optodes on the scalp. The arrangement of these optode locations is often called the head probe design. The optical probe design impacts the sensitivity to the cortex, so the probe used in this analysis is an important consideration. Currently, many investigators design DOT head probes with a fixed source–detector spacing of 2–3 cm, and these probes are then placed on the scalp over a region of interest such as the frontal, sensorimotor, visual or auditory cortex (e.g. Ayaz et al. 2012, Huppert et al. 2006, Plichta et al. 2007, Kennan et al. 2002). Another approach is to use high-density probes that have many overlapping source–detector pairs with a range of source–detector spacings (Boas et al. 2004, Zeff et al. 2007, White et al. 2009). The probe design involves not only the spacing of sources and detectors, but also how they are positioned on the scalp. It has been proposed to standardize optode locations on the scalp using derivatives of the 10/20 scalp positioning system developed for electroencephalography (EEG) (Jurcak et al. 2007), such as the high-density 10/5 system (Oostenveld and Praamstra 2001). The 10/20 and 10/5 systems use anatomical landmarks on the scalp to determine the subject-specific placement of sensors. The four landmarks identified on each subject are the nasion, inion and left and right pre-auricular points. The distance along the scalp between these points is subdivided to determine sensor placement. In the case of the 10/20 system, the distances are divided into 10% and 20% of the total arc length between landmarks for a set of 21 sensor locations (Oostenveld and Praamstra 2001). The high-density 10/5 system upsamples the 10/20 system and has subdivisions of 10% and 5% of the total arc length between landmarks, for a total of up to 329 sensor locations (Jurcak et al. 2007). Using EEG 10/5 locations for optodes would allow for standardization of probe placement across subjects in a study or between laboratories. However, the EEG locations are based on anatomical landmarks on an individual basis, and this causes variation in source–detector distances between different individuals. Recent work has characterized the variability in placement of 10/5 locations (Jurcak et al. 2007), and the nearest brain locations to the 10/20 EEG locations (Okamoto and Dan 2005), but has not explored the effect that using these standardized optode locations would have on optical sensitivity to the cortex. A quantitative evaluation of the anatomical regions of the cortex that would be measurable using the 10/5 locations for optodes is also needed.

Prior work characterizing the sensitivity of DOT to the cortex has relied on a slab representation of head geometry (Okada and Delpy 2003b), or a single representative three-dimensional head geometry (Boas and Dale 2005). Variations in skull and scalp thickness...
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over the head have been quantified (Okamoto et al 2004), but the information was strictly
globally based on anatomy, and photon propagation in this complex geometry was not
investigated. Prior work can therefore provide guidelines about optical sensitivity on the cortex
but it does not inform an experimental investigator if a particular cortical region of interest is
likely to be measurable with DOT in a population of subjects. A quantitative study is needed to
understand the variability in optical sensitivity over the cortex due to anatomical variation in
features such as skull and scalp thickness, sulcal and gyral geometry, and vessel position and
size. In addition, blood in vessels is highly light absorbing and many large veins are located
between the cortical surface and the outside of the scalp. Some work has been done modeling
the effect of vessels on signal reconstruction (Dehaes et al 2011), but this work was limited to
the occipital region of the brain and did not explore population variability in vasculature.

Our approach is to use a full head probe design based on the 10/5 system. Light propagation
is simulated using these optode locations, and the optical sensitivity is calculated in terms of
a contrast-to-noise ratio (CNR) for the head geometries with and without vasculature. The
percentage of the cortex that is above a detection threshold for each head model is reported.
Light penetration depth is quantified, as are assumptions about the optical instrument used
that allow us to quantify the CNR over the cortex. Differences in sensitivity between subjects
are explored in terms of their anatomical features such as skull and scalp thicknesses. The
percentages of cortex visible and CNR are reported for anatomical regions. Correlations
between the cortical coverage and CNR are also reported.

The main contributions of this work are estimating variability in DOT sensitivity over
the cortex due to anatomical variations, quantifying which regions of the cortex are most
amenable to measurement with DOT and assessing the forward model variations due to the
presence of large pial blood vessels. These contributions allow experimenters to understand
how anatomical variation in a subject population may influence DOT or functional NIRS
measurements.

2. Methods

2.1. Head models for photon propagation simulation

Eight realistic head models were generated from the probabilistically segmented head models
in the BrainWeb Database (Aubert-Broche et al 2006). These head models are voxel based
and have a probability assigned for each tissue type in each voxel. Subjects were chosen that
spanned the range of total head volume available in the database. The mean age of the subjects
in the BrainWeb Database was reported as 29.6 years with a range from 24 to 37 years,
and the participants were half female and half male (Aubert-Broche et al 2006). We expect
that the subjects in the subset used in this study have similar demographics. The tissue
types included in the head geometries used for optical forward modeling were scalp, skull,
cerebrospinal fluid (CSF), gray matter, white matter and vessels. Models of the same eight
heads without vessels were created by replacing the vessel voxels with the next most probable
tissue type and recreating the mesh. The BrainWeb head model segmentations contain more
tissue types than we require for this study, so the ‘fat’, ‘around fat’, ‘muscle’ and ‘muscle/skin’
tissues were mapped to the scalp class, and the ‘dura’ and ‘bone marrow’ classes were
mapped to the skull class. Tetrahedral volume meshes were created from the voxel-based head
models using the iso2mesh MATLAB toolbox (Fang and Boas 2009) using the CGAL mesher
(CGAL n.d.) with a maximum element volume size of 3 mm³ and a maximum radius of the
Delaunay sphere of 2 mm. An example volume mesh is shown in figure 1. Optical properties
for each tissue type are shown in table 1. Scalp, skull and CSF optical properties are from
2.2. Virtual optode placement

A virtual 10/5 system was placed on the scalp using a three-step process. First, the NFRI MATLAB toolbox (Jurcak et al 2007) was used to find the 10/10 optode positions on the head model scalp based on manual selection of nasion, inion, left preauricular and right preauricular fiducial landmarks. A linear transformation matrix was calculated from the 10/10 coordinate locations in MNI space (Oostenveld and Praamstra 2001) to the 10/10 coordinates on the scalp of the segmented head model. This transform was applied to the MNI 10/5 coordinate locations (Oostenveld and Praamstra 2001) to find the remaining 10/5 locations on the model. Finally, the optode positions were registered and projected to the mesh surface using the Metch MATLAB toolbox (Fang 2011) to align them with the head volume mesh and find the volume element enclosing each optode location. A subset of the 10/5 locations were used that had an inter-optode spacing of at least 1 cm. Sources and detectors were arranged in alternating coronal rows. While some investigators suggest that using a hexagonal layout is better for limiting the dynamic range needed at the detector (Boas et al 2004), alternating rows of sources and detectors allows for more source–detector separations in the desired length range from 10 to 45 mm. The outer bound of 45 mm was used as that was approximately at

Table 1. Tissue optical properties, references in section 2.1.

<table>
<thead>
<tr>
<th>Tissue class</th>
<th>$\mu_a$ (mm$^{-1}$)</th>
<th>$\mu_s$ (mm$^{-1}$)</th>
<th>g</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skull</td>
<td>0.0101</td>
<td>100</td>
<td>0.99</td>
<td>1.37</td>
</tr>
<tr>
<td>Scalp</td>
<td>0.0101</td>
<td>80</td>
<td>0.99</td>
<td>1.37</td>
</tr>
<tr>
<td>CSF</td>
<td>0.0004</td>
<td>1</td>
<td>0.99</td>
<td>1.37</td>
</tr>
<tr>
<td>Gray matter</td>
<td>0.02</td>
<td>8.4</td>
<td>0.90</td>
<td>1.37</td>
</tr>
<tr>
<td>White matter</td>
<td>0.07</td>
<td>40.1</td>
<td>0.85</td>
<td>1.37</td>
</tr>
<tr>
<td>Vessel</td>
<td>0.7</td>
<td>80</td>
<td>0.98</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Strangman (2003), gray matter and white matter optical properties are from Yaroslavsky (2002) and vessel optical properties are from Roggan (1999) which were derived from circulating blood. There is disagreement in the literature about the values of the optical properties for in vivo head tissues. The sources we used for optical properties are near the middle of their reported range and have been used in other simulation studies (e.g., Custo et al 2010, Fang 2010).
Figure 2. Laser sources are red, detectors are blue. A schematic of optode locations is on the left. The front of the head corresponds to the top of the schematic. Optode locations on the scalp are shown on the right.

Figure 3. Source–detector pairs are shown for an example subject (subject 2) in the schematic on the left. Red diamonds indicate source locations, and blue circles indicate detector locations. The front of the head corresponds to the top of the schematic. Black lines denote the selected source–detector pairs. The diagram is a flat projection of a three-dimensional geometry and therefore the actual source–detector distances are not to scale. A histogram of the corresponding source–detector separations is shown on the right, with the number of source–detector pairs in each bin on the y-axis.

The noise floor for our setup and assumptions. The total number of modeled optode locations was 286, which included all 10/10 locations and a subset of the 10/5 only locations. Ten of these locations (TTP9, TTP9h, TTP7, TTP10, TTP10h, TTP8, TP9, TP9h, TP10, TP10h) were excluded from further analysis because they usually were located on the ears. The optode positions are shown in schematic and realistic locations in figure 2.

An example of the source–detector pairs for one subject and a histogram of the source–detector pair separations are shown in figure 3. All source–detector pairs with separations from 10 to 45 mm were included in the probe design. Subjects head size varies so the number
of source–detector pairs varies with subject. The number of source–detector pairs per subject was 1288 on average with a range from 1236 to 1332. The mean source–detector separation over all subjects and source–detector pairs was 29.3 mm.

2.3. Cortical surface models

Cortical surfaces for each head model were reconstructed using Freesurfer (Dale et al 1999). These cortical surfaces were created using the standard Freesurfer version 4.5.0 processing stream on the synthetic T1 images generated from the probabilistic tissue segmentations in the BrainWeb Database (Aubert-Broche et al 2006). Both gray matter (pial) and white matter surfaces were reconstructed. The gray matter surfaces from the reconstruction are used for display. A group average cortical surface was created for display of group-averaged results.

2.4. Sensitivity map on the cortical surface

Optical sensitivity \((A)\) represents the change in optical density \((OD)\) for a given source–detector pair \((sd)\) that results from a change in the absorption coefficient \(\(\mu_a\)\) in a mesh volume element \((v)\)

\[
A(sd, v) = \frac{\partial OD(sd)}{\partial \mu_a(v)}.
\]  

(1)

For small changes in \(\mu_a\), sensitivity can be related to the mean partial path length (PPL) the detected light travels within each volume element (Okada and Delpy 2003a)

\[
PPL(v) \approx \frac{\partial OD(sd)}{\partial \mu_a(v)}.
\]  

(2)

Monte Carlo simulation was used to estimate the fluence \(\Phi\) at the nodes \((r)\) from the source \((s)\) or detector \((d)\). Establishing the equivalence of equations (1) and (2) with Monte Carlo fluence simulation required the use of a sensitivity scaling factor (Zhang et al 2007). The spatial sensitivity was initially calculated at \(r\) using the Rytov approximation

\[
A(sd, r) = \frac{\Phi_s(r)\Phi_d(r)}{\Phi_s(d)}.
\]  

(3)

The spatial sensitivity was then computed for each volume element \(A(sd, v)\) by averaging the sensitivity at the constituent nodes. The mean optical path length \((L)\) for each source–detector pair was calculated from the mean transit time (MTT) of photons estimated from the Monte Carlo simulation by

\[
L(sd) = MTT(sd) \cdot c_t,
\]  

(4)

where \(c_t\) is the speed of light in the tissue. The volumetric spatial sensitivity \(A(sd, v)\) was then rescaled to establish equation (2) by requiring that

\[
\sum_v A(sd, v) = L(sd),
\]  

(5)

and the same rescaling factors were applied to \(A(sd, r)\).

To consider the smooth and complex tissue boundaries, we used the mesh-based Monte Carlo (MMC) solver (Fang 2010) to calculate the optical forward model. At each optode location, 10 million photons were launched toward the center of the head. Measurements of intensity are converted to absorbance \((OD)\) by

\[
OD = -\log_{10}\left(\frac{\Phi_d(d)}{\Phi_s(s)}\right).
\]  

(6)
Note that in practice, the relative fluence is replaced by relative light intensity but the ratios are equivalent. All source detector pairs with spacing between 10 and 45 mm were included in the calculation weighted by the inverse of its estimated noise. Noise in the detected light intensity was calculated assuming incident power of 5 mW, an optical coupling loss factor of 50%, instrument noise of 0.05 pW Hz\(^{-1/2}\) (Joseph et al. 2006) and a sampling rate of 50 Hz. Sampling was assumed to be time multiplexed over all 136 sources for an overall sampling rate of 6.8 kHz. The wavelength of light was 690 nm. Shot noise equivalent fluence \(n_i\) was calculated from the square root of the number of photons from a given source location that pass through an infinitesimal spherical surface per unit time at a given detector location. The standard deviation of measurement noise equivalent fluence \(n_m\) was calculated as

\[
n_m = \sqrt{n_i + n_n},
\]

where \(n_i\) is the instrument noise fluence. The change in the OD due to noise in the detected fluence is

\[
N = \left| -\log_{10} \left( \frac{\Phi_s + n_m}{\Phi_s} \right) + \log_{10} \left( \frac{\Phi_s}{\Phi_s} \right) \right|,
\]

which simplifies to

\[
N = \log_{10} \left( \frac{\Phi_s + n_m}{\Phi_s} \right).
\]

Since equation (9) is nonlinear, we estimated the noise propagation to \(\partial OD\) using a first-order Taylor series expansion

\[
N \approx \frac{n_m}{\ln(10) \Phi_s}.
\]

Contrast in the volume was calculated using the activation assumptions \(\partial \mu_a = 0.0001 \text{ mm}^{-1}\) and an activation volume \(v_a = 5 \times 5 \times 5 \text{ mm}^3\).

The CNR in absorbance at each element is therefore defined as

\[
\text{CNR} = 20 \log_{10} \left( \sum_{sd} A_{sd} \frac{\partial \mu_a v_a}{N_{sd}} \right).
\]

We define the total sensitivity for each volume element as the sum of the sensitivity of each source–detector pair. The sensitivity was interpolated from the tetrahedral mesh to a volume with 1 mm\(^3\) voxels and sampled at the cortical surface using Freesurfer (Dale et al. 1999). The reported values for CNR on the cortical surface are averages over the gray matter thickness.

2.5. Quantifying intersubject variability in cortical CNR

A sensitivity threshold of CNR = 0 dB was chosen and applied across all subjects. The percentage of the cortical surface that was above the threshold was calculated for each hemisphere of each subject. The mean CNR on the cortical surface that was above threshold was also calculated.

Individual subject cortical sensitivity maps were mapped to the averaged cortical surface for intersubject comparison using Freesurfer (Dale et al. 1999). In addition, a mask was made of the cortical areas that were above threshold. These masks were summed to create a map of the number of subjects with sensitivity on the averaged cortical surface.

The average light penetration depth was calculated for each subject by finding the mean distance to the scalp from each node on a CNR = 0 dB surface. The CNR = 0 dB surface was truncated by the AFpz–T7h–T8h plane and only nodes superior to this plane were used in the calculation to confine the light penetration depth calculation to regions near optodes.
To find the average light penetration depth for each subject, we average the shortest nodal distance between the CNR = 0 dB surface and the scalp surface weighted by the surface area associated with each node.

2.6. Quantifying cortical region variability in CNR

Freesurfer was used to parcellate each subject’s cortical surface into 36 gyral-based anatomical regions. For details about the parcellation rules, naming conventions and images of the regions, please see Desikan (2006). The percentage of each anatomical region where CNR was above threshold was calculated for each subject using the head models that contained vasculature. The mean CNR in the visible portion of the regions was also calculated. The group mean coverage and mean CNR for each region were calculated.

2.7. Quantifying vasculature driven variability in cortical CNR

The CNR on the cortical surface was calculated for head models with and without vasculature. Differences in CNR will contain contributions from both including vasculature in the head model and variability due to the statistical noise in the Monte Carlo simulation. To quantify changes due to the Monte Carlo simulation, the simulation was run twice on one head geometry using a different mesh and different random number generator seeds. The CNR on the cortical surface was calculated for both Monte Carlo runs, and the standard deviation of the difference was calculated for nodes where the CNR in either model was above zero. This standard deviation quantifies the CNR difference contribution from statistical noise in the Monte Carlo simulation, and was used to convert the difference between subject models with vessel or no vessel CNR to a z-score. Nodes on the cortex where the z-score of the difference between the vessels and no vessel models were evaluated for statistical significance ($p < 0.05$, Bonferroni corrected).

The nodes that were significantly different between the two models were registered to the group average surface and masks were made of these areas. The masks were summed to determine how many subjects showed an effect of vasculature for a particular cortical area. The mean loss of CNR in those regions is also reported.

2.8. Head model anatomical metrics

Anatomical metrics were calculated for comparison with the optical sensitivity metrics, in order to determine which anatomical features drive changes in sensitivity. The relative volume of each tissue type compared to the total head volume was calculated. The ratio of intracranial volume (ICV) to total head volume was also calculated. ICV was defined as the sum of all tissue types that were not scalp or skull. Correlations between the head metrics and cortical sensitivity per cent coverage measures are reported. Correlations are also reported between the number of source–detector pairs in each subject’s head probe and cortical CNR.

3. Results

3.1. Volumetric sensitivity

Modeled optical sensitivity in the head is shown for an example subject (subject 1) in figure 4. The color scale of the figure is CNR in dB and the threshold is set at 0 dB. The light penetration depth was on average 24.6 mm (std 0.6 mm) for head models with vasculature, and 25.3 mm (std 0.5 mm) for models without vasculature.
The volume of brain visible for each subject for source–detector pairs with different separations is shown in figure 5. On average across source–detector pairs and subjects, a source–detector pair measured 0.9 cm³ of brain tissue.

3.2. Sensitivity variability across subjects

Optical sensitivity varies spatially over the cortex and between subjects. The CNR on the cortex for all subjects is shown in figure 6 for head models that include vasculature.

On average the probe is sensitive to 37% of the cortical surface. Sensitivity coverage for a hemisphere varied between 19% and 48% in the population of eight subjects. The mean CNR in the regions of the cortex that were above threshold varies from 1.7 to 8.5 dB with a mean of 5.5 dB. See table 2 for subject values reported by hemisphere. Cortical coverage...
Figure 6. CNR displayed on the cortical surface of eight subjects, left lateral view. Yellow indicates the highest CNR. Scale is CNR in dB.

Table 2. Cortical coverage and mean CNR (dB) for models with vasculature.

<table>
<thead>
<tr>
<th>Subject</th>
<th>L (%)</th>
<th>R (%)</th>
<th>L CNR</th>
<th>R CNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38</td>
<td>32</td>
<td>6.0</td>
<td>4.2</td>
</tr>
<tr>
<td>2</td>
<td>48</td>
<td>44</td>
<td>8.5</td>
<td>7.3</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>19</td>
<td>2.5</td>
<td>1.7</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>31</td>
<td>4.3</td>
<td>3.8</td>
</tr>
<tr>
<td>5</td>
<td>46</td>
<td>43</td>
<td>8.4</td>
<td>7.3</td>
</tr>
<tr>
<td>6</td>
<td>39</td>
<td>39</td>
<td>6.1</td>
<td>5.5</td>
</tr>
<tr>
<td>7</td>
<td>35</td>
<td>33</td>
<td>4.8</td>
<td>4.1</td>
</tr>
<tr>
<td>8</td>
<td>44</td>
<td>39</td>
<td>7.5</td>
<td>5.7</td>
</tr>
<tr>
<td>mean</td>
<td>38</td>
<td>35</td>
<td>6.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>

per cent is strongly correlated with mean CNR ($R^2 = 0.98$, $p < 0.01$, $F = 286$). Cortical surface coverage was higher on the left hemisphere as compared to the right ($p < 0.01$, paired two-tailed $t$-test). Mean CNR was also higher on the left hemisphere as compared to the right ($p < 0.01$, paired two-tailed $t$-test).

Figure 7 shows the spatial distribution of the number of subjects with CNR above the threshold on the cortex. The number of subjects with cortical CNR above the threshold is represented by a color scale with red indicating that all eight subjects had sensitivity on that part of the cortex and purple indicating that only one subject had sensitivity on that part of the cortex. The results are displayed on the group-averaged surface. All brain views are shown.

3.3. Sensitivity variability across cortical regions

Table 3 reports the mean coverage and CNR of the visible area in the Freesurfer-defined cortical regions across the eight subjects. Overall coverage of each lobe of the brain is also reported. The parietal lobe had the highest coverage, followed by the frontal, occipital, and temporal lobes. The region with the highest coverage is the lateral occipital cortex. The cingulate cortex is not measurable with this probe design, along with the entorhinal cortex, parahippocampal cortex and temporal pole regions.

3.4. Sensitivity variability due to vasculature

Figure 8 shows the spatial distribution of significant changes in CNR when vasculature was included in the model. Results are displayed on the group-averaged cortical surface. Color
Figure 7. Optical sensitivity displayed on the group-averaged surface. Color indicates number of subjects with cortical CNR above the 0 dB threshold. The top row has left lateral, right lateral, superior and frontal views. The bottom row has right medial, left medial and occipital views.

Figure 8. Decrease in optical sensitivity due to including vasculature displayed on the group-averaged surface. Color indicates number of subjects with significant decrease in sensitivity. The top row shows left lateral, right lateral, occipital and inferior views. The bottom row shows right medial, left medial and superior views.

indicates the number of subjects with reduced sensitivity. On average, including vasculature led to a significant decrease in sensitivity on 1% of the cortex as compared to the forward model that did not include vasculature. The mean difference in CNR in these regions was $-0.2$ dB. Regions with a significant decrease in sensitivity due to including the vasculature are shown in table 4. The region with the largest decrease in sensitivity was the cuneus cortex.
Table 3. Coverage by region on the left (L) and right (R) hemispheres of the cortex. Per cents are cortical surface area with standard deviation in parentheses. CNR is in dB and applies to the visible portion only.

<table>
<thead>
<tr>
<th>Region</th>
<th>L(%)</th>
<th>R(%)</th>
<th>L CNR</th>
<th>R CNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parietal lobe</td>
<td>49 (9)</td>
<td>46 (10)</td>
<td>7.7 (2.3)</td>
<td>6.6 (2.5)</td>
</tr>
<tr>
<td>Inferior parietal cortex</td>
<td>63 (7)</td>
<td>59 (10)</td>
<td>11.0 (2.4)</td>
<td>9.3 (2.9)</td>
</tr>
<tr>
<td>Postcentral gyrus</td>
<td>58 (12)</td>
<td>54 (12)</td>
<td>9.4 (3.7)</td>
<td>7.8 (3.4)</td>
</tr>
<tr>
<td>Supramarginal gyrus</td>
<td>57 (8)</td>
<td>50 (10)</td>
<td>9.1 (2.6)</td>
<td>7.1 (3.0)</td>
</tr>
<tr>
<td>Superior parietal cortex</td>
<td>53 (13)</td>
<td>55 (15)</td>
<td>6.8 (2.5)</td>
<td>7.1 (3.1)</td>
</tr>
<tr>
<td>Precuneus cortex</td>
<td>3 (2)</td>
<td>3 (7)</td>
<td>0.2 (0.2)</td>
<td>0.2 (0.5)</td>
</tr>
<tr>
<td><strong>Frontal lobe</strong></td>
<td><strong>46 (11)</strong></td>
<td><strong>40 (11)</strong></td>
<td><strong>7.0 (2.9)</strong></td>
<td><strong>5.2 (2.4)</strong></td>
</tr>
<tr>
<td>Frontal pole</td>
<td>67 (36)</td>
<td>64 (30)</td>
<td>9.4 (7.2)</td>
<td>9.1 (6.0)</td>
</tr>
<tr>
<td>Rostral middle frontal gyrus</td>
<td>67 (10)</td>
<td>57 (15)</td>
<td>10.4 (3.5)</td>
<td>7.5 (3.3)</td>
</tr>
<tr>
<td>Pars triangularis</td>
<td>64 (14)</td>
<td>59 (12)</td>
<td>12.4 (5.4)</td>
<td>9.2 (5.0)</td>
</tr>
<tr>
<td>Caudal middle frontal gyrus</td>
<td>61 (11)</td>
<td>54 (12)</td>
<td>9.9 (3.8)</td>
<td>7.4 (3.4)</td>
</tr>
<tr>
<td>Precentral gyrus</td>
<td>55 (13)</td>
<td>50 (14)</td>
<td>9.0 (3.9)</td>
<td>7.1 (3.6)</td>
</tr>
<tr>
<td>Pars orbitalis</td>
<td>54 (18)</td>
<td>33 (18)</td>
<td>8.3 (4.9)</td>
<td>3.5 (2.7)</td>
</tr>
<tr>
<td>Pars opercularis</td>
<td>48 (15)</td>
<td>40 (13)</td>
<td>8.3 (4.5)</td>
<td>5.4 (2.7)</td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td>45 (12)</td>
<td>40 (13)</td>
<td>5.5 (2.8)</td>
<td>4.1 (2.1)</td>
</tr>
<tr>
<td>Paracentral lobule</td>
<td>7 (8)</td>
<td>11 (9)</td>
<td>0.6 (0.8)</td>
<td>0.9 (0.9)</td>
</tr>
<tr>
<td>Medial orbitofrontal cortex</td>
<td>3 (3)</td>
<td>4 (3)</td>
<td>0.1 (0.2)</td>
<td>0.2 (0.2)</td>
</tr>
<tr>
<td>Lateral orbitofrontal cortex</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>0.1 (0.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Occipital lobe</strong></td>
<td><strong>39 (7)</strong></td>
<td><strong>39 (7)</strong></td>
<td><strong>8.1 (2.2)</strong></td>
<td><strong>7.8 (2.1)</strong></td>
</tr>
<tr>
<td>Lateral occipital cortex</td>
<td>73 (9)</td>
<td>73 (6)</td>
<td>15.4 (3.5)</td>
<td>15.4 (3.3)</td>
</tr>
<tr>
<td>Cuneus cortex</td>
<td>15 (14)</td>
<td>19 (12)</td>
<td>1.6 (1.6)</td>
<td>1.9 (1.5)</td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>3 (3)</td>
<td>5 (4)</td>
<td>0.2 (0.3)</td>
<td>0.4 (0.4)</td>
</tr>
<tr>
<td>Pericalcarine cortex</td>
<td>2 (3)</td>
<td>7 (5)</td>
<td>0.2 (0.2)</td>
<td>0.6 (0.5)</td>
</tr>
<tr>
<td><strong>Temporal lobe</strong></td>
<td><strong>26 (8)</strong></td>
<td><strong>23 (7)</strong></td>
<td><strong>3.7 (1.8)</strong></td>
<td><strong>3.1 (1.5)</strong></td>
</tr>
<tr>
<td>Middle temporal gyrus</td>
<td>54 (13)</td>
<td>48 (9)</td>
<td>8.0 (3.5)</td>
<td>6.4 (2.4)</td>
</tr>
<tr>
<td>Superior temporal</td>
<td>39 (12)</td>
<td>35 (10)</td>
<td>5.8 (2.9)</td>
<td>4.6 (2.4)</td>
</tr>
<tr>
<td>Banks of the superior temporal sulcus</td>
<td>26 (16)</td>
<td>15 (11)</td>
<td>2.7 (2.5)</td>
<td>1.5 (1.7)</td>
</tr>
<tr>
<td>Inferior temporal gyrus</td>
<td>20 (10)</td>
<td>19 (10)</td>
<td>2.4 (1.5)</td>
<td>2.5 (1.7)</td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td>5 (5)</td>
<td>3 (3)</td>
<td>0.6 (0.6)</td>
<td>0.2 (0.3)</td>
</tr>
<tr>
<td>Transverse temporal gyrus</td>
<td>2 (2)</td>
<td>0 (1)</td>
<td>0.1 (0.1)</td>
<td>0.0 (0.1)</td>
</tr>
<tr>
<td>Entorhinal cortex</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Parahippocampal cortex</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Temporal pole</td>
<td>0 (1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Cingulate</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

3.5. Sensitivity variability correlations

Both probe design and individual differences in anatomy impact the sensitivity on the cortex. The probe design we used is flexible and depends on head size, so the details of each probe setup are subject-specific. We found that the number of SD pairs is correlated with cortical coverage ($R^2 = 0.65$, $p < 0.05$, $F = 11$).

Subject anatomy is also related to the optical cortical sensitivity. Significant positive correlations were found between per cent cortical coverage and relative CSF volume ($R^2 = 0.80$, $p < 0.01$, $F = 23$) and gray matter volume ($R^2 = 0.77$, $p < 0.01$, $F = 20$). Relative ICV was also positively correlated with cortical coverage ($R^2 = 0.96$, $p < 0.01$, $F = 163$). Significant negative correlations were found between per cent cortical coverage and relative scalp volume ($R^2 = 0.88$, $p < 0.01$, $F = 52$) and skull volume ($R^2 = 0.63$, $p < 0.05$, $F = 10$). Relative vessel volume, white matter volume and total head volume were not significantly correlated with coverage per cent.
4. Discussion

We propose the 10/5 system with DOT sources and detector arranged in alternating coronal rows as a candidate for standardizing the design of DOT whole-head probes. This probe design has a high number of source–detector pairs in the 1–4.5 cm separation range and relatively uniform sensitivity to superficial cortex compared to other probe layouts we evaluated in designing this study. DOT sensitivity over the cortex using this probe is variable with subject, over cortical regions, and to a lesser extent with inclusion of vasculature in the forward model. DOT is sensitive to 37% of the cortex on average; however, the activation assumptions are fairly conservative in this analysis so more of the cortex may be visible for some tasks.

We found slightly higher coverage and sensitivity on the left hemisphere as compared to the right, as shown in table 2. On average, there were 18 more source–detector pairs above the noise floor on the left side than the right side, out of a total mean of 1288 source–detector pairs per subject. The head is known to be asymmetric with a slightly larger right side (Homan et al 1987), when sides are defined using the 10/20 landmarks. The larger size of the right side of the head leads to a decrease in source–detector pairs and a subsequent decrease in sensitivity on the right cortical hemisphere as opposed to the left. The brain is also known to be asymmetric, which could potentially contribute to this observation (Toga and Thompson 2003).

Changes in CNR that occur spatially over the cortex match well with known variability in skull thickness (Moreira-Gonzalez et al 2006), and total skull and scalp thickness (Okamoto et al 2004). Skull and scalp thickness is not uniform over the head, which is a significant factor in the resulting variability in DOT sensitivity between subjects (figure 5, table 2) and between different cortical regions (figures 6 and 7, table 3). Brain regions with high CNR in our simulations should correspond to regions with high experimentally measured spatial resolution. Experimental confirmation of high DOT sensitivity to the lateral occipital cortex has been shown with a high-density probe similar to the one presented here (Zeff et al 2007).

Including vasculature in the forward model caused a significant decrease in visibility in 1% of the cortex, although some cortical regions lost up to 10% coverage. The results from comparing models with and without vasculature agree with Dehaes (2011) in that changes in sensitivity due to vasculature are small for a high-density probe. We report that changes in sensitivity due to including vasculature are smaller than changes in sensitivity due to

---

**Table 4.** Difference in coverage per cent and mean CNR (dB) from including vasculature, with the standard deviation across subjects in parentheses. Significant differences ($p < 0.05$, two-tailed $t$-test) are indicated by $^*$.

<table>
<thead>
<tr>
<th>Region</th>
<th>$\Delta L$</th>
<th>$\Delta R$</th>
<th>$\Delta L$ CNR</th>
<th>$\Delta R$ CNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cuneus cortex</td>
<td>$-10 (9)^*$</td>
<td>$-10 (6)^*$</td>
<td>$-1.3 (1.1)^* $</td>
<td>$-1.1 (0.8)^*$</td>
</tr>
<tr>
<td>Paracentral lobule</td>
<td>$-10 (4)^*$</td>
<td>$-8 (4)^*$</td>
<td>$-1.3 (0.8)^* $</td>
<td>$-1.1 (0.6)^*$</td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>$-4 (3)^*$</td>
<td>$-2 (2)^*$</td>
<td>$-0.8 (0.9)^* $</td>
<td>$-0.3 (0.3)^*$</td>
</tr>
<tr>
<td>Lateral occipital cortex</td>
<td>$-4 (4)^*$</td>
<td>$-2 (2)^*$</td>
<td>$-0.6 (0.7)$</td>
<td>$-0.3 (0.4)^*$</td>
</tr>
<tr>
<td>Superior parietal cortex</td>
<td>$-3 (2)^*$</td>
<td>$-3 (2)^*$</td>
<td>$-0.4 (0.4)^* $</td>
<td>$-0.4 (0.3)^*$</td>
</tr>
<tr>
<td>Pericalcarine cortex</td>
<td>$-2 (2)^*$</td>
<td>$-3 (3)^*$</td>
<td>$-0.2 (0.3) $</td>
<td>$-0.5 (0.8) $</td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td>$-2 (3)^*$</td>
<td>$-2 (1)^*$</td>
<td>$-0.4 (0.6)$</td>
<td>$-0.4 (0.4)^*$</td>
</tr>
<tr>
<td>Precuneus cortex</td>
<td>$-2 (1)^*$</td>
<td>$-2 (2)^*$</td>
<td>$-0.3 (0.2)^* $</td>
<td>$-0.4 (0.4)^*$</td>
</tr>
<tr>
<td>Precentral gyrus</td>
<td>$-2 (1)^*$</td>
<td>$-1 (2)^*$</td>
<td>$-0.2 (0.1)^* $</td>
<td>$-0.1 (0.2) $</td>
</tr>
<tr>
<td>Postcentral gyrus</td>
<td>$-2 (1)^*$</td>
<td>$-1 (1)^*$</td>
<td>$-0.2 (0.1)^* $</td>
<td>$-0.1 (0.2) $</td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td>$-1 (1)^*$</td>
<td>$-2 (1)^*$</td>
<td>$-0.2 (0.2)^* $</td>
<td>$-0.2 (0.2)^* $</td>
</tr>
<tr>
<td>Inferior temporal gyrus</td>
<td>$-1 (1)^*$</td>
<td>$-1 (1)^*$</td>
<td>$-0.2 (0.3)^* $</td>
<td>$-0.2 (0.2)^* $</td>
</tr>
</tbody>
</table>
individual anatomy. This result suggests that including vasculature in optical forward models is not necessary, as changes in optical sensitivity due to inclusion of vasculature are small compared to intersubject variability in optical sensitivity arising from skull thickness, scalp thickness and head size differences.

We show a positive correlation between relative ICV and CSF volume and cortical percent coverage. As intracranial CSF volume is known to increase with age (Grant et al. 1987), this suggests that older individuals would be good subjects for DOT studies. We show a negative correlation between relative skull and scalp volume and cortical percent coverage. Unfortunately, these anatomical metrics do not provide a way to a priori determine whether a subject will have good cortical coverage from DOT without an MRI. The BrainWeb Database also does not reveal demographic information such as age or gender of the subjects used to create the head models, so it is not possible to determine whether those demographic factors impact DOT sensitivity from our study.

The DOT optode density with whole-head coverage we present is technically achievable with current DOT instrumentation but requires more sources and detectors than are available in the standard commercial configurations. Experimental investigators may choose a subset of these optode locations that are near their region of interest to form a probe. We expect that using this whole-head probe design may become feasible with advances in hardware technology.

One limitation of this study is that our vasculature models are limited to large vessels, including mostly draining veins. Smaller vessels may also affect optical sensitivity, although we would expect the changes would be small given the limited impact on the forward model of the large vessels. We also used a relatively small number of photons for our optical simulations. Many studies use at least ten times as many photons (Dehaes et al. 2011, Fang 2010). However, for our study, using that many photons would have been prohibitively computationally expensive due to the large number of source and detector locations in our head probe.

Another limitation of the study is that the results are for a standardized probe design, which we have described in detail to aid experimenters in reproducing our results, but may not be applicable to a particular experimental setup unless our design is reproduced. The modeled head anatomy is from young adults only and due to computational expense we only modeled eight subjects. We chose optical properties, instrument properties and brain activation properties that we believe to be reasonable, but the true values of these properties are not known. Errors in the assumptions we made in our calculations will have both nonlinear and linear effects on our estimated CNR. For example, if the activation volume increased by a factor of 2, the CNR would increase by 6 dB as indicated by equation (11). Change in activation $\partial\mu_a$ would impact CNR the same way as activation volume. Baseline tissue $\mu_a$ will affect the light penetration depth exponentially which will result in a linear effect on CNR results in dB. We expect that our analysis is relatively insensitive to tissue $\mu_a$ values, as the photons are propagating in the diffusion regime. The qualitative impact of these changes on light penetration depth and the resulting percentage of cortical coverage can be estimated with figure 4. Future work in this area could provide a careful analysis of the sensitivity of the CNR calculations to the specified parameters and their likely margins of error.

5. Conclusion

Sensitivity of DOT to selected cortical regions is high with 50% or more visible in the inferior parietal cortex, postcentral gyrus, supramarginal gyrus, superior parietal cortex, frontal pole, rostral middle frontal gyrus, pars triangularis, caudal middle frontal gyrus, precentral gyrus,
lateral occipital cortex and middle temporal gyrus. This analysis suggests that these regions are potential targets for clinical applications of DOT because they can be reliably measured with a standardized probe design despite variability in individual anatomy.

Cortical hemispheric coverage varied from 19% to 48%, with an average of 37%. Mean CNR on a hemisphere ranged from 1.7 to 8.5 dB. Total cortical coverage varied from 22% to 46% for a subject. There is a considerable amount of variability between subjects in the amount of visible cortical area. CNR and percentage of cortical coverage were linearly related. This analysis also shows that selected cortical regions may not be accessible by DOT, namely the cingulate cortex, entorhinal cortex, parahippocampal cortex and temporal pole.

Our assessment of CNR and per cent coverage are applicable to all DOT studies, regardless of the inverse model used. We did not attempt to evaluate the resolution or localization accuracy of DOT and for that an inverse model is required. Quantifying variability in resolution or localization accuracy would be a useful topic for further study.
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